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Results are reported of first principles VASP supercell calculations of basic defect migration in UN nuclear
fuels. The collinear interstitialcy mechanism of N migration is predicted to be energetically more favour-
able than direct [0 0 1] hops. It is also found that U and N vacancies have close migration energies, and O
impurities accelerate migration of N vacancies nearby. These values are both in qualitative agreement
with the effect of oxygen on the reduction of the activation energy for thermal creep reported in the lit-
erature, as well as in quantitative agreement with the experimental data when taking into account the
uncertainties. The migration energies have been implemented in the thermal creep model of the TRAN-
SURANUS fuel performance code. Therefore a concrete example is provided of how first principles com-
putations can contribute directly to improve the design tools of advanced nuclear fuels, e.g. the
predictions reveal a limited effect of oxygen on the thermo-mechanical performance of nitride fuels
under fast breeder reactor (FBR) normal operating conditions.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction

Uranium nitrides and carbides are of considerable interest as
advanced nuclear fuels and targets for fast reactors and for trans-
mutation of Pu and minor actinides [1]. However, unlike UO2 com-
mercial fuels, reliable experimental data on intrinsic defect
migration energies that impact fuel performance during its opera-
tion and subsequent long term storage are very scarce. In particu-
lar, the effect of oxygen impurities - unavoidable in nitrides and
carbides - on intrinsic defect migration is not systematically stud-
ied, even though thermodynamic parameters have been computed
for the U–Pu–N system [2].

In the last recent review of material properties for nitride fuels
by Hayes et al. [3] two sets of experimental data for thermal creep
are reported. Although the Arrhenius activation energy is provided,
the spread of experimental data for nitride fuels with varying de-
gree of oxygen impurities is not elucidated. More precisely, the
experimental indication that oxygen impurities reduce thermal
creep in UN [4] is not addressed.

With the advent of more sophisticated simulation techniques,
improved hardware as well as the regained interest for fast reactor
fuels for the next generation of reactors the number of theoretical
studies on advanced nuclear fuels have increased (e.g. [2,5]) mainly
because they constitute a cheap complement to the experiments in
ll rights reserved.
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terms of time and resources. In line with this, a series of density
functional theory (DFT) plane-wave calculations were performed
for pure and defective UN [6–10]. Some studies [6,7] analysed in
detail the role of basis sets (linear combination of atomic orbitals
versus plane-waves) as well as how a choice of the exchange–corre-
lation functional and inclusion of spin–orbital coupling affect the
basic properties of bulk materials. A few papers only [8–10] focused
on the static properties of basic radiation defects (e.g. Frenkel and
Schottky pairs, vacancies) and O impurities. Furthermore, no at-
tempts have been made so far to link first principles calculations
with a macroscopic model, which is necessary for simulating the
performance of a nuclear fuel pin under operational and prolonged
storage conditions. In the first part of the present paper, the first
principles theoretical study is extended to the intrinsic defect migra-
tion properties in pure and O containing UN in order to try to under-
stand the above mentioned experimental observation. The analysis
relies on the link between creep and diffusion, as highlighted by
Philibert [11] for oxides and carbides. In the second part of the paper
the results of these calculations are used to illustrate how sophisti-
cated simulation tools can contribute to extend the current fuel per-
formance codes for the prediction of advanced fuels, on the basis of
an example for a UN fuel rod using the TRANSURANUS code.

2. Method

The DFT computer code VASP 4.6 [12] is employed in conjunc-
tion with the projector augmented-wave (PAW) method and the
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Table 1
Atomic displacements d (in Å) and change of atomic charges Dq (in e) due to a
vacancy, with respect to those in relevant defect-free supercells (a) for the host ion in
equilibrium and (b) for the saddle point (during diffusion). The positions are
calculated using 250-atom supercells and 54-atom supercells (numbers in square
brackets). A negative charge corresponds to an extra electron charge, while negative
displacements are directed towards the vacancy.

Sphere Equilibrium atoms VU VN

d, Å Dq, e d, Å Dq, e

(a)
1 6 0.14[0.13] 0.03 �0.05[�0.03] �0.23
2 12 �0.05 0.07 �0.01 �0.01
3 8 �0.03 �0.03 0.01 0
4 6 0.07 0.01 �0.10 �0.01

Sphere Equilibrium atoms Type Hopping atom Hopping atom

U N
d, Å Dq, e d, Å Dq, e

0.09* 0.01*

(b)
1 2 N/U 0.43 [0.40] 0.004 0.38 [0.39] �0.09
2 4 U 0.05 0.09 �0.20 �0.03
2 4 N �0.07/�0.11 �0.02 0.08 �0.12
3 4 U 0.10/0.13 0.13 0.01 �0.23
3 4 N 0.14 0.04 0.13/0.2 �0.07
4 8 U �0.1 0.23 0.06 0.1
4 8 N 0.04 �0.04 �0.04 �0.05

* Charge change on interstitial ion.
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plane-wave basis set. In addition, the Perdew–Wang-91 general-
ized gradient approximation (GGA) non-local exchange–correla-
tion functional [13] was used together with the relativistic PAW
pseudopotentials, representing the core U electrons (with
6s26p66d25f27s2 valence shell), N (2s22p3) and O (2s22p4) atoms
(containing 14, 5 and 6 valence electrons, respectively). The
plane-wave cut-off energy is chosen to be 520 eV, which is suffi-
cient for good convergence of basic bulk properties.

The effective atomic charges were calculated using the Bader
topological analysis [14]. For the defective UN rock-salt fcc struc-
tures three types of supercells having a different size have been
used, obtained by expanding the translation vectors of the primi-
tive cell by 3 � 3 � 3 (54 atoms) [U and N vacancies, VU and VN,
as well as O substitutional impurity], 4 � 4 � 4 (128 atoms) [for
studying the U-Frenkel pair and the interstitial N and U atom
migration], and 5 � 5 � 5 (250 atoms) [for analysing Schottky
pairs]. These supercells correspond to defect concentrations of
3.7%, 1.6% and 0.8%, respectively. In these supercell calculations
the standard Monkhorst–Pack scheme [15] for the 3 � 3 � 3 k-
point mesh in the Brillouin zone was applied.

Finally, to simulate a realistic process of Frenkel pair formation
in the U-sublattice, a U atom was moved in a 128-atom supercell
from a regular site into the interstitial position in the cube centre,
at a distance of 8.6 Å from the vacancy. Complete optimisations of
both the local atomic structure and the lattice constant have been
performed. More details of the calculation method are provided in
Ref. [8]).

Radiation produces Frenkel defect pairs (vacancies and intersti-
tials) whose migration considerably affects material properties of
the solid. In our 54-atom supercell calculations, the U and N vacan-
cies were modelled by removing neutral atoms from their sites and
allowing the rest of the ions to relax. Also 250-atom supercell cal-
culations, containing a pair of well separated N and U vacancies,
were carried out. The reason behind performing these two types
of calculations is twofold: (i) to estimate the effects of both the
supercell size and the stoichiometry, (ii) to estimate the interaction
between the two defects caused by the lattice deformations and
the charge density redistribution. Indeed, despite the fact that
UN is a metal, the Debye screening length therein could be compa-
rable with the distance between defects.

The saddle point of the defect migration by the vacancy mecha-
nism corresponds to the U or N atomic position at the face centre,
corresponding to the half-distance between the two adjacent sites
along the [1 1 0] direction.
3. Main results

3.1. U and N vacancy migration

The main results for basic vacancy calculations with the host
atom in the equilibrium and saddle point positions are summa-
rized in Table 1. In line with recent results [8], the formation ener-
gies for these defects are close, of the order of 10 eV. The lattice
energy gain due to surrounding ion relaxation is about 0.7–
1.0 eV. In the equilibrium position, ionic relaxation around defects
is observed within several spheres of surrounding ions. The nearest
neighbour (NN) ions are displaced inward from a vacancy by 0.05 Å
for the VN and outward by 0.14 Å for the VU, respectively. The re-
sults for the NN displacements agree with displacements found
for the two individual vacancies in a 54-atom supercell (square
brackets in Table 1) [8].

The ion relaxation is accompanied by the local charge redistri-
bution. For VN practically a whole charge of a missing N atom
(�1.6 e) is localized on six NN U ions. In the case of VU the charge
perturbation area is essentially larger.
In the saddle point of the vacancy migration process the hopping
N or U ions have a different surrounding in the cube face position
with only two pairs of NN ions of the opposite type. Despite the
fact that the effective charges of the moving ions are close to those
of host ions, the atomic displacements and charge redistribution
essentially differ. As it follows from Table 1, the U or N ion at the
saddle point considerably expands the surrounding lattice (atomic
displacements �0.4 Å, which are much larger than those in the
equilibrium) whereas the charge redistribution is spread over four
nearest neighbour spheres, especially for the U ion.

In order to simulate the realistic situation at high temperatures,
a double charged U vacancy has been simulated using a special op-
tion in the VASP code with a compensating background charge
homogeneously spread over the supercell. It turns out that the
two holes added into the supercell (as compared to the neutral U
vacancy) turn out to be almost randomly distributed over the
supercell, probably due to the metallic nature of UN [8].

3.2. The effect of a substitutional O impurity

In a previous study [10] the O impurity has been modelled either
as a substitution for a host N ion or in the interstitial position. It was
found that in the former case the oxygen impurity does not produce
lattice deformation but has an effective charge (of �1.37 e) that is
slightly smaller than the charge of a host N ion (�1.66 e). It was also
found that incorporation of oxygen into the UN lattice is energeti-
cally favourable, which explains effective UN fuel oxidation.

In the present paper a different situation is considered. The O
impurity is in an equilibrium position and a N vacancy is present.
When an O atom substitutes the host N ion in the 2nd NN position
of the N vacancy, its local symmetry is reduced and six NN U ions
split now into 3 groups of 2 ions each (Table 2). Their displace-
ments vary from 0.025 to 0.049 Å. Some ions have a slightly smal-
ler and others have a larger displacement than those around a
single N vacancy (0.03 Å). Their excessive charges (compared to
the perfect bulk charges) are very close, 0.30 e, and is similar to
0.22 e in the case of a single N vacancy. The effective charge of
the O ion is �1.36 e, which is again close to that for a single substi-
tutional defect. It is very slightly shifted towards the VN.



Table 2
The effect of a substitutional O impurity on atomic displacements d (in Å) and
effective charges q, (in e) near the N vacancy.

Type of NN ion d, Å q, e

U O U O

Equilibrium 0.025(2x) �0.01 1.36 �1.36
0.049(2x) 1.38
0.032(2x) 1.37

Saddle point 0.40 �0.07 1.24 �1.34
0.45 1.51

Table 3
The calculated relative total energies DE (in eV) (a), as well as the atomic
displacements d (in Å) and the effective atomic charges q (in e) (b) for the two
mechanisms of the interstitial N migration (illustrated in Fig. 1).

Position DE, eV

(a)
Cube center 0
(0 0 1) Jump 2.73

Dumbbells
(1 1 0) d = 1.36 Å 1.37
(1 1 1) d = 1.41 Å 1.74
Sphere Type d, Å q, e

[1 1 0] [1 1 1] [1 1 0] [1 1 1]

(b)
1 U 0.216 0.147 1.652 1.686
1 U 0.216 0.146 1.653 1.682
1 U 0.056 0.146 1.727 1.682
2 N 0.020 0.057 �1.658 �1.642
2 N 0.018 0.056 �1.658 �1.643
2 N 0.067 0.056 �1.620 �1.643
2 N 0.012 0.004 �1.618 �1.624
2 N 0.012 0.004 �1.618 �1.624
2 N 0.020 0.004 �1.634 �1.624
2 N 0.019 0.005 �1.634 �1.633
2 N 0.020 0.004 �1.634 �1.624
2 N 0.019 0.005 �1.634 �1.633
3 U 0.033 0.016 1.657 1.632
3 U 0.033 0.007 1.650 1.657
3 U 0.015 0.007 1.655 1.657
3 U 0.019 0.008 1.658 1.663
4 N 0.192 0.127 �1.629 �1.638
4 N 0.192 0.133 �1.634 �1.644
4 N 0.006 0.133 �1.629 �1.644

Dumbbell
N1 �0.99 �1.04
N2 �0.98 �1.02

N1 + N2 �1.97 �2.06
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In a second step it was assessed how the substitutional O atom
affects the atomic structure around the N vacancy in the saddle
point position, being its next nearest neighbour. In the saddle point
configuration of the N ion moving to the vacancy along the [1 1 0]
direction, the two nearest U ions become non-equivalent as one is
displaced by 0.40 Å whereas the other moves by 0.45 Å (compared
with 0.40 Å for similar U ions at the saddle point of a single VN).
Their charges also differ. The effective charge of the O ion changes
only slightly, and it is stronger displaced towards the VN. The effect
of the O impurity on the VN migration energy is discussed in Sec-
tion 4.

3.3. Different diffusion paths for interstitial N atoms

As revealed recently [9,16] (see also [17]), there are two possi-
ble mechanisms for the interstitial N ion migration: either direct
jumps along the (0 0 1) axis (between positions I and II in Fig. 1)
or the so-called collinear interstitialcy mechanism corresponding
to the formation of the dumbbell at the saddle point (position
III). Such a dumbbell is centered at a regular N site and could be ori-
ented either along the [1 1 0] or the [1 1 1] direction (see more in
Ref. [16]). In this paper, careful structure optimizations for the
two dumbbells are performed. The basic results for the two migra-
tion paths are presented in Table 3.

The dumbbell formation leads to a considerable (P0.1 Å) lattice
expansion up to the fourth ionic sphere. Furthermore, the (1 1 0)
dumbbell is lower in energy than the (1 1 1) dumbbell. The dumb-
bell rotation from the (1 1 1) orientation to the (1 1 0) orientation
requires only 0.37 eV.

On the other hand, the (1 1 1)-dumbbell bond breaking with
formation of an interstitial N ion in a cube center (position I in
Fig. 1) costs 1.74 eV. The effective charges of the two N atoms with-
in the dumbbell are close to �1 e, which mimics the peroxy-radical
Nð2�Þ2 . In this case, the electronic density of a host N ion is shared by
Fig. 1. Schematic view of the N ion at an interstitial position in a cube center (I) and
the two possible mechanisms of its diffusion with the saddle points (II) and (III).
two equivalent N ions (N1, N2) constituting a dumbbell, whereas
the effective charges of four spheres of nearest neighbours are only
slightly perturbed.

This charge distribution is confirmed by the electron difference
maps (Fig. 2) in the [1 1 0] dumbbell equilibrium position (Fig. 1).
These figures demonstrate the local nature of the charge redistri-
bution and reveal that the effective charges of the two N ions with-
in the dumbbell fall between a neutral atom and a host ion
(�1.66 e). One can also notice negligible interaction between the
defects in neighbouring supercells.

It is interesting to compare these results with those for ionic
MgO with the same fcc. structure. In MgO the energy required for
the direct (0 0 1) jump is 2.12 eV, whereas for the collinearcy
mechanism it is considerably smaller, i.e. 1.45 eV [16,18]. Lastly,
migration via the (1 1 0) dumbbell in MgO has the lowest energy
barrier too, by 0.15 eV smaller than via the (1 1 1) dumbbell. These
findings are surprisingly similar to what is obtained here for UN,
despite the different nature of the chemical bonding (but with sim-
ilar crystalline structure).

3.4. Migration of interstitial U atoms

In the previous study [8] the formation energy for the N-type
Frenkel pair within a 128-atom supercell was estimated to be
4.6 eV, where the lattice relaxation energy was 2.3 eV. In the pres-
ent work corresponding values for the U-type Frenkel pair are ob-
tained. Its formation energy turns out to be much larger, 9.92 eV,
associated with the relaxation energy of 4.15 eV, both about twice
larger than that for the N pair.



a b

c d

Fig. 2. A (1 1 0) cross-section of (a) the total and (b, c and d) the difference electron density of the interstitial dumbbell (Fig. 1). Plots (b), (c) and (d) are drawn with respect to
the N2 neutral molecule, a pair of neutral N atoms and N ions, respectively. Solid (red color) and dashed (blue color) lines correspond to deficiency and excess of electron
density, respectively. The dash–dotted line (black in color) corresponds to a zero level. The density increments are 0.01 e /Å3 and 0.0112 e/Å3. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)
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The atomic relaxation and charge redistribution around the
interstitial U ion in the equilibrium and saddle point position are
summarized in Table 4. As one can see, even in the equilibrium po-
sition the interstitial U atom produces a considerable lattice expan-
sion (�0.3 Å for the NN ions), which spreads up to the 4th NN. Its
effective charge is close to + 0.85 e, mostly at the expense of the NN
ions’ charge redistribution. The saddle point is characterized by a
large lattice expansion (0.6–0.7 Å) as well as a large charge redistri-
bution (see Fig. 3).

The calculated ionic displacements around a VU within the stud-
ied Frenkel pair in both the equilibrium and the saddle point con-
figurations are similar to those for a single vacancy (Table 1).
Table 4
The atomic displacements d (in Å) and charge redistribution Dq (in e) for a U interstitial at th
to the corresponding defect-free supercell. Numbers with/show dispersion in properties fo

Cube centre

Sphere Equivalent atoms Type d, Å Dq, e
�0.97*

1 4 U 0.36 0.64
1 4 N 0.27 0.30
2 12 U 0.04 �0.03
2 12 N 0.10/0.13 0.11
3 12 U 0.06 �0.24
3 12 N 0.01 0.03
4 13 U 0.01/0.08 �0.03
4 13 N ±0.04/0.12 0.07/0.31

* Change of interstitial U atom charge.
3.5. GGA + U calculations

The DFT calculations described above were performed using the
standard GGA exchange- correlation functional. This may give sys-
tematic errors due to an underestimation of the strong on-site Cou-
lomb repulsion of the 5f electrons in actinides, and a consequent
failure to capture the correlation-driven localization. In order to
take these effects into account, the so-called GGA + U approach
(in which the semi-empirical on-site correlation parameter U
needs to be fitted to reproduce a certain set of experimental data
such as band gaps, structural properties, or magnetic moments)
could be used [19–21]. However, there is an ongoing debate about
e equilibrium position (cube centre) and at the saddle point (face center) with respect
r ions in the same sphere.

Face centre

Equivalent atoms Type d, Å Dq, e
�1.51*

2 U 0.69 �0.85
2 N 0.60 0.33
4 U �0.05 �0.23
4 N 0.16 0.25
4 U ±0.01/0.15 �0.04/0.02
4 N 0.29 0.13/0.21
8 U 0.08 �0.17
8 N �0.03 0.08



a b c

d e f

Fig. 3. The total (a and d) and the difference (b, c, e and f) electronic density maps for the interstitial U ion at the equilibrium position (a, b, c: at the cube center, cross section
along the [1 0 0]) plane and at the saddle point (d, e, f: at the face center, cross section along the [1 1 0] plane), respectively, for a U ion (b and e) and a neutral U atom (c and f).
Solid (red color) and dashed (blue color), lines correspond to deficiency and excess of electron density, respectively. Dash–dotted lines (black color) designate a zero level
(density increments are 0.01 e/Å3 and 0.0112 e/Å3). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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the application of this approach to systems containing (point- or
spatially-extended) defects because they violate the solid-state
periodicity and create non-equivalency between formerly equiva-
lent atoms. In a periodic system (such as a defect-free, antiferro-
magnetic UN crystal), one can calibrate the parameter U in the
GGA + U method in such a way that the experimental value of
the U magnetic moment is reproduced [22] (however, an exact va-
lue of the lattice constant may correspond to a different U value). It
is, however, unclear whether one can describe the Coulomb repul-
sion and localization effects on non-equivalent f-metal atoms (e.g.
on atoms with different coordination) surrounding the defect site
using just a single value of the parameter U. It has already been dis-
cussed whether the parameter U depends on the local structure
and the defect surrounding. In particular, one should be careful
when using the same U for fitting the lattice constant (or the band
gap) in PuO2 and Pu2O3 [23] or in CeO2 and Ce2O3 [24]. Another
problem of the GGA + U approach is the presence of metastable
electronic states and the necessity to find the real ground state
(more details in Ref. [23]). So far, only a few papers were published
with a discussion of applying the GGA + U approach to a system
with defects.

In the present paper, the GGA + U calculations were used for the
migration of interstitial N atom using the same VASP 4.6 code [12],
together with the PAW relativistic pseudopotentials, and the
plane-wave basis. More precisely, the simplified (rotationally
invariant) approach to the GGA + U, derived by Dudarev et al.
[25], was employed. In this approach the parameters U and J (cor-
responding to the exchange interaction) do not enter separately,
and only the difference (U-J) is meaningful. The value for the differ-
ence � 2 eV reproduces the correct value for the magnetic moment
at the uranium atoms for the periodic, antiferromagnetic UN crys-
tal [22] when combined with the spin–orbit coupling effects. First,
a poor convergence of the results was noticed. Second, it was ob-
served that using two different methods of matrix diagonalization
(the Davidson block iteration scheme and the residual minimiza-
tion method) different values of the converged total energies were
obtained (which differ by �1 eV for the same set of the k-points),
which was never observed for the GGA functionals. Third, the en-
ergy barrier for a direct (0 0 1) jump of a nitrogen atom from the
interstitial cube center obtained from the Davidson scheme is only
0.29 eV, which seems to be unrealistically small.

It is still unclear why the GGA + U approach fails for defects in
UN. Nevertheless the standard GGA calculations without U repro-
duce well basic crystal properties [7,8] (except for the low-temper-
ature magnetic properties [1,22]) and give the correct UN metal-
type behaviour (i.e., a zero band gap). This is radically different
from the case of uranium dioxide (UO2) where the GGA calcula-
tions converge to a metal-type electronic structure (instead of
the experimentally observed semiconductor type structure), and
the gap does not open with a zero value of the parameter U [26].
In the case of UN the standard GGA approach seems therefore to
be sufficient for defect studies with large formation and migration
energies.
4. Migration energies

The defect migration energies were calculated in the standard
way, as the difference of the total energy for defects in their equi-
librium and saddle point configurations after relaxation. The sum-
mary is presented in Table 5.

The migration energies of N and U vacancies calculated using
the 54-atom supercells are very close, �3.5 eV. These results were
verified using the 250-atom supercell containing two well sepa-
rated dissimilar vacancies moved independently to the interstitial
position. The migration energies obtained are slightly smaller
(probably, due to the reduced interaction between periodically dis-
tributed defects and the difference in supercell stoichiometry) but
again very similar, 3.2–3.3 eV. This contrasts with results for de-
fects in UO2 where the U vacancy is known to be much less mobile
than the oxygen vacancy (with migrations energies of 3.4 and
0.5 eV, respectively) [1]. This discrepancy could arise from a con-
siderable difference in crystalline structures (rock-salt vs fluorite).
On the other hand, the same trend is observed for the interstitial U



Table 5
Summary of the calculated migration energies (eV).

N vacancy
Single defects 3.50 (3.3)a

O impurity as 2nd NN 2.84
U vacancy 3.52b (3.15)a

N interstitial
Along the (0 0 1) 2.73
(1 1 0) dumbbell 1.37
(1 1 1) dumbbell 1.74

U interstitial 0.65
O interstitial impurity along (0 0 1) [9,10] 2.85

a 250-atom supercell.
b 3.49 eV for double charged defect.
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and N as in the UO2 (0.4 and 0.8–1.0 eV, respectively [1]). The trend
in Frenkel pair formation energies is also similar to that obtained
for the UO2: the energy for the U pair is about twice that for the an-
ion (N or O) pair. The calculations also indicate that a substitutional
O impurity can considerably reduce the migration energy of the N
and U vacancies.

The migration energy of the host interstitial N ion along the
[0 0 1] direction is smaller (2.73 eV) than that for the N vacancy,
and is close to the migration energy of the O impurity. This is rea-
sonable, since both ions have a comparable size and charge. How-
ever, the energetically most favourable N ion migration is
predicted to occur via the collinear interstitialcy mechanism, with
an activation energy of only 1.74 eV. The three- dimensional diffu-
sion of an interstitial N ion can occur via a combination of the
dumbbell rotations (with the energy cost of 0.37 eV) and the
rate-determining (1 1 1) jumps. This mechanism is well known in
ionic solids with the same fcc. structure [16–18], such as alkali ha-
lides and oxides. Our results could point at a universal mechanism
of the interstitial ion migration in fcc. solids with very different
chemical nature. The migration energy of the interstitial U ion
(0.65 eV) is surprisingly small, probably due to the smaller U3+

effective radius (�1 Å) as compared to the N3- ion (1.46 Å) [27].
Using the mass action law [1] the Arrhenius diffusion energy for
U interstitials is estimated to be 5.6 eV.

5. Implementing the first principle results in the fuel
performance prediction

For designing nuclear fuels or assessing their life-time in a reac-
tor, systematic recourse is made to fuel performance codes that ac-
count for various macroscopic aspects of the fuel behaviour
including its thermal and mechanical performance as well as the
evolution of the fissile isotopes under the influence of varying neu-
tron fluxes, temperature gradients and thermodynamic forces. One
such tool is the TRANSURANUS code, developed in the 1970s for
FBR fuels and containing material properties for various actinide
fuels such as mixed carbides, nitrides and oxide fuels [28]. The de-
sign of advanced nuclear fuels for Generation-IV reactors, however,
requires an update of some material properties and models based
on experimental data available in the literature. Unfortunately, not
all parameters involved in the macroscopic fuel performance codes
are directly accessible through experiments. Thanks to the devel-
opment of more sophisticated simulation tools like the DFT meth-
od, one can estimate some of those parameters and assess the
impact of fabrication imperfections such as impurities. This can
shed light on the basic mechanisms, and contribute to limit the
amount of expensive and time-consuming experiments.

The example considered here is the Arrhenius activation energy
for thermal creep in UN fuel, as very little data are available in the
open literature. Fuel creep is generally modelled as a sum of pri-
mary (or transient) and secondary (or stationary) creep. The sta-
tionary creep component, in turn, can be dominated by
irradiation-induced creep at low temperatures (typically below
1300 K) or by thermally activated creep mechanisms such as Nab-
arro–Herring creep (vacancy diffusion) or dislocation climb. The
correlations for thermal creep adopted in nuclear fuel performance
codes are therefore characterized by an Arrhenius activation en-
ergy, consisting of the formation plus migration energy for the
moving defect under consideration. The formation energy is taken
as half the Frenkel defect formation energy, being 2.3 and 5 eV for
anions and cations in UN respectively (cf. Section 3.4). Based on the
migration energies listed in Table 5, the Arrhenius activation ener-
gies for the U and N vacancies are therefore EUv = 8.5 eV and ENv =
5.8 eV (ENvo = 5.14 eV when an O impurity is nearby), respectively.
Similarly, for the U and N interstitials, one obtains an Arrhenius
activation energies of EUi = 5.6 eV and ENi = 3.67 eV (for the dumb-
bell mechanism), respectively. The U vacancy is therefore expected
to be the slowest moving species in UN.

Philibert [11] analysed the relation between creep and diffusion
for fast breeder oxide and carbide fuels. It was concluded that the
creep rate is proportional to some diffusion coefficient, whatever
the exact nature of the deformation mechanism: Nabarro viscuous
creep, recovery creep or pure climb creep. It was explained that
this diffusion coefficient is an effective diffusivity, which is often
(but not always) dominated by the slowest moving species. Finally
it was underlined that activation energies for creep rate and for dif-
fusion of the slowest species agree only with a rather large uncer-
tainty, like in metals.

The experimental stationary creep rates reported by Uchida and
Ichikawa [4] were obtained for UN fuel with 91% of the theoretical
density and temperatures between 1573 and 1773 K. More re-
cently, Hayes et al. [3] provided a correlation for the secondary
creep rate (s�1) on the basis of another set of experimental data:

_e ¼ f ðPÞ � 2:05410�3 � r4:5 � exp �39369:5
T

� �
; ð1Þ

where the stress r is expressed in MPa, T represents the tempera-
ture (K) and f(P) is a function of the porosity (P):

f ðPÞ ¼ 0:987

ð1� PÞ27:6 exp �8:65Pð Þ: ð2Þ

The experimental data used by Hayes [3] were obtained from
UN fuel with an oxygen impurity of 400 ppm. Their correlation is
plotted in Fig. 4, together with the experimental data from Uchida
and Ichikawa [4] obtained from UN fuel with 3000 ppm oxygen.

Fig. 4 reveals that the activation energy of UN samples with
higher oxygen content is smaller, which is in qualitative agreement
with the VASP computations presented above. Furthermore, the
activation energy in the correlation of Hayes et al. corresponds to
3.4 eV and is in good quantitative agreement with the activation
energy computed by means of the VASP code for the N interstitials
migrating via the (1 1 0) dumbbell: ENi = 3.67 eV. This might be
interpreted as if the thermal creep in UN is dominated by intersti-
tial diffusion alone. Nevertheless, there appears to be a large scat-
ter in the experimental data for the Arrhenius activation energy of
thermal creep in UN. The Arrhenius activation energy of 5.5 eV ap-
plied in the thermal creep (s�1) correlation in the TRANSURANUS
code:

_eth ¼ 14:9� 10þ9 � r2:44 � exp �63200
T

� �
; ð3Þ

agrees relatively well to the bulk of data compiled by Matzke [1,29],
which corresponds to the Arrhenius activation energy for a migrat-
ing N vacancy or a U interstitial. However, Matzke et al. have also
reported an activation energy of 3.2 eV in a temperature range of
1573 to 1873 K. Furthermore, it must be underlined that the Arrhe-
nius activation energy applied in the fuel performance code does
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Fig. 4. Thermal creep rate for UN fuel according to the correlation of Hayes et al. [3] and compared with experimental data reported by Uchida and Ichikawa [4].
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not correspond to a single creep mechanism or migrating species.
Instead, the correlation considers two stationary creep components;
one irradiation-induced creep component that depends on the local
neutron flux density and stress, plus one thermally activated com-
ponent that depends on the local stress and temperature. The sec-
ond term represents a combination of different basic creep
processes, and cannot be unambiguously associated with a single
mechanism such as Nabarro–Herring creep (based on vacancy diffu-
sion). It is therefore fair to conclude that there is a quantitative
agreement between the Arrhenius activation energies for diffusion
obtained by means of the first principle calculations of VASP (be-
tween 3.67 and 8.5 eV) and the experimental data for creep (be-
tween 3.2 and 5.5 eV) when taking into account the uncertainties.
This is in line with the conclusions of Philibert [11] for oxides and
carbides.

In order to analyse the impact of the oxygen on the thermal fuel
creep under FBR conditions, the simulation of a typical nitride fuel
pin in the JOYO reactor was carried out by means of the TRANSUR-
ANUS code, based on the parameters reported by Tanaka et al. [30].
The evolution of the linear heat rate is shown at three axial levels
of the fuel rod in Fig. 5.
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Fig. 5. The linear heat rate of a representative fuel rod irradiated in the JOYO
reactor [30] at three different levels in the fuel rod: at the bottom (L = 1) and top of
the fuel pin (L = 21), as well as at the middle axial position (L = 10).
The effect of oxygen impurities on the mechanical performance
of the nitride fuel via the impact on the thermal creep component
is shown in Fig. 6. The oxygen promotes thermal creep by reducing
the activation energy, resulting in a very modest increase of the ra-
dial expansion (�1 lm) and a decrease of the axial expansion of
the fuel column (0.1 mm) in the case under consideration.

The modest effect of the oxygen impurity on the axial expan-
sion as a result of the thermal creep component is due to the mod-
erate temperature levels obtained in nitride fuels under normal
operation conditions in a FBR reactor. The predicted central tem-
peratures in the upper part of the fuel pin are shown in Fig. 7 for
three different activation energies for thermal creep. The figure re-
veals that the central temperature remains modest in comparison
with those expected for mixed oxide fuel under the same condi-
tions thanks to a better thermal conductivity of the nitride fuel.
As a consequence, the considered variations of the activation ener-
gies of the thermal creep have only a minor influence on the fuel
temperature in this example.
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the JOYO reactor [30] by means of the TRANSURANUS code, to illustrate the effect of
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and ENvo (= 5.14 eV) are inferred from Table 5.
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6. Conclusions

First principles calculations by means of the VASP code have
been applied to predict realistic defects properties in advanced
actinide materials, in particular nuclear fuels. Such computer sim-
ulations are much faster and cheaper than the relevant experi-
ments. It was observed that the formation energy of the U-type
Frenkel pair exceeds nearly twice that for the N-type pair. On the
other hand, the Schottky formation energy is close to that for an
N-type Frenkel. This is why intrinsic N interstitials and vacancies
could exist in comparable concentrations and both contribute to
the defect transport. Similar migration energies for U and N vacan-
cies in UN are also predicted; hence the same effect can be ex-
pected in UC that has a similar fcc. structure.

Based on the first principle predictions, the analysis of thermal
creep in UN was performed, which showed that the VASP calcula-
tions are in qualitative agreement with the effect of oxygen on the
reduction of the activation energy for thermal creep reported in the
literature, as well as in quantitative agreement with the experi-
mental data when taking into account the uncertainties. The
implementation in the TRANSURANUS fuel performance code illus-
trates how first principle calculations can contribute directly to a
multi-scale approach that is being developed for designing ad-
vanced nuclear fuels.

The next steps for improving the TRANSURANUS fuel perfor-
mance predictions for nitride fuel include the implementation of
improved values for the specific heat obtained by means of first
principle calculations and the development of specific models for
the fuel relocation as well as the fission gas release and swelling
in UN fuel.
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